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Bruce Gray (Xten), Jamey Hicks (Hewlett-Packard), and Candace Holman (Harvard) discussed issues regarding the current state and development roadmaps of the eyeBeam client and the pals (PA) server module.  The overall conclusion is that the current state of the SIP/SIMPLE standards for presence necessitates a meeting of the minds for true interoperability.   This discussion introduced 8 issues (scattered below) and we hope that we can list, prioritize, and answer them in the future.

Paraphrased notes:

J:  Resource-lists and presence-rules are working in XCAP and the latest version of the PA module in CVS repository works to parse the PUBLISH messages.  Regarding interoperability, eyebeam hangs on registration with pals.

B: The current eyebeam version to be testing is 3004w.  The open standards we are using for 3004w are at the Xten website.

C: There is a behavior in eyebeam that is not discussed in the requirements….

J: Eyebeam SIP messages list the contact the same as the URI, but the PIDF document itself lists the contact as the address of record (which is less specific).  This is one of many issues regarding composition of received information, especially regarding the support of multiple presence services per person.

B: How does pals aggregate the info from multiple logins?

J: It is more relevant to the Presence Data Model internet draft than the presence-rules requirements. At this point in time the tuple is not distinctly per-person nor per-service, rather, it is per-anything.

ISSUE 1: a further requirements doc is needed for client/server interoperability regarding multiple services per person.  Neither eyebeam nor pals has fully implemented the new   requirements.  We should come up with the issues/questions as a first step toward interoperability.

C: The new requirements are viewing the data model as person + device + service, with multiple values per person.  How is that different from the old?

J: The old requirements reflected multiple tuples per person.  It wasn’t exactly clear what the tuple refers to so the new i-d 1) clarifies that the tuple refers to a service and 2) adds new elements for person and device.  Person element is actually a human, but nothing in the document ties them together. 

ISSUE 2: need a further discussion on relating a person attribute to a human.  How will the client and server take care of this?

C: In the data model i-d there is also a notion of merging the PIDF documents…

J: Currently the latest PUBLISH message overwrites the last

C: Will it be a configurable option within the client?  Or the server writes up policy rules that determine how conflicting PUBLISH messages are merged, prioritized, designated “sticky”, or mutually exclusive?

J: Probably too complicated a notion to let the client decide, but definitely on the server.

B: Power users could be allowed to control this.

J: Presence-rules for power users

B: Providers don’t want anyone to tweak certain controls – there is one service, one person, and one device per account.  For example, Yahoo IM permits a single device only.  Multiple logins in the consumer space is the minority.  Another example, Vonage has sub-accounts for group use of an account, but the ATA device locked down.  The last guy to log in gets the call!  Carrier determines how the consumer plays the game…some SIP proxy platforms don’t support peer-to-peer between independent users, they force proxy gateway use.

J: PIC WG hopes to show the value of an open platform.

ISSUE 3: Both presence client and presence server should be able to have some configurable options regarding the consolidation of conflicting PUBLISH messages.  The choices are: merge, server keep unique copies and client determine which is relevant, update on new, update if higher priority, update if there is no sticky-rule regarding previous updates.  How can we communicate the configuration options?  How do we resolve an additional conflict between the user and server configurations?  Who wins?

C: XCAP wasn’t quite working between pals and eyebeam last time I checked. 

J: XCAP allows fetch and update of presence-lists and presence-rules.  But also it has a third use – watcher-info, which requires presence agent.  SUBSCRIBE/PUBLISH isn’t working against ser presence agent.  It works in peer-peer mode, you configure server-side storage for XCAP using url http://pals.internet2.edu/ (it fills in the rest of the URL itself for your personal list)

ISSUE 4: Need to pre-populate a resource-list in pals

ISSUE 5: Incorporate client presence-rules.  Are they the same as privacy rules?  Read up on the SIMPLE presence-rules i-d. 

draft-ietf-simple-presence-rules-01, Rosenberg Oct 2004

C: What about the XCAP encryption?

J: Can be set to use https, and can be added to pals.  Also, password checking needs to be added.  These notions are in the core packages, so they are important to implement.

B: A side effect of XCAP is presence updates…… There is no (instant) message storage while you’re offline.

J: ser has a message store but no way to link it into presence.  Operationally, it would save the messages sent to you while you’re offline, and deliver them to you when you returned online.  It would be quick to add a call from the pa config file to change the routing script based on presence rather than registered state.  Add query.  The person’s address of record supports extended presence – store state change in the message silo (instant messages or voice mail).  When you become available again you see all messages at once.

ISSUE 6: Is someone available to install https on pals, and/or also modify the pa config file to add the config file change to make the routing be based on presence rather than registration state?  This would support the message store and delivery on arrival.

B: Identity is also an issue.

J: Authentication of identity is covered in the standards and pre-standards documents but there is no general deployment.  Registrations are okay within a single administrative boundary.  What’s missing is the functionality when you cross administrative domains.  Interprovider authentication to mark and sign messages between hosts.  Peer-peer doesn’t scale.

B: Authentication across boundaries can be employed to prevent things like SPAM for SIP.   For example, a peer could hold onto a state while trying to reach you.  A spammer would dump and go, but a legitimate contact would wait to reach you.

J: As a consumer service, a per-user certificate may be more feasible.  For example, domain-name….fetch a key…proxy signals with a private key.  Providers must authenticate their users and everyone would trust the providers.  Try to verify at every hop and drop the traffic if there was no way to verify a particular hop.  A hybrid solution would use DNS somehow to do public key distribution….

ISSUE 7: Identity and authentication of identity.

C: Summarize our issues…

B: We appreciate the chance to do interoperability testing.  We need more data on testing and problems with interoperability.  We’re also interested in the message store idea.

J: I’ll write a description.

B: I’ll send you a high-level roadmap regarding standards implementation.  The SDK documentation has information on STUN and presence.  I’ll send a link for 3004w

C: I’ll send meeting notes to both of you.  I’ll compose a wishlist of features and a list of interoperability issues.

J: MSRP (session oriented instant messaging) is a precondition for group chat for SIP.  

B: Xten is looking at it.

ISSUE 8: MSRP (session oriented instant messaging) 

