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1. Topology Service: The Idea
In the first two years of the JRA1 project a measurement framework called perfSONAR (“Performance focused Service Oriented Network monitoring ARchitecture”) has been developed in cooperation with Internet2 and ESnet. In deliverable DJ1.2.2 a set of services has been designed to serve as middle layer of the measurement framework. One of these services is the Topology Service which will be used to store topological information.
In this proposal the targeted functionalities of the Topology Service within the perfSONAR framework are presented (Section 2). The work that will be carried out for this service until the end of year 2 and the proposed development in the year 3 + 6 months are presented in the following (Section 3 and 4). A manpower estimation is given afterwards. 

2. Topology Service in the perfSONAR Framework
The Topology Service (TopS) is planned as a wrapper around a database which stores topological information and will provide access to the data in a standardised manner. Therefore, it will be possible to process topological data resulting from different networks which usually store the topological information according to their specific circumstances (e.g. used routing format). The TopS does not have to aggregate the data, but just needs to store it. It is assumed that data will be delivered mainly from one source for each network. Therefore, consistency checks do not seem to be necessary at the first place, but could be added later on.
Different applications of the topological data will be possible. The visualisation tools CNM and Nemo which are offered as part of JRA1 provide a visualisation of network topologies using interactive maps. These maps can be constructed by retrieving the topological data from the Topology Service. Another advantage of the service is that larger projects like EGEE which develop their own network visualisation can query the Topology Service for basic information. Researchers who would like to simulate new network routing mechanisms could also access the Topology Service to retrieve real-world network topologies for their experiments.
The Topology Service should contain layer 3 network topologies in the first place. This means to store information about routers, interfaces, and links including past configurations and the option to provide future configurations (shortly) in advance. Measurement Point locations including the information which metrics are being measured should also be stored to serve as a helping function for the Lookup Service. For the network research purpose IGP costs and BGP filter rules should also be contained.
At a later stage, data access policies could be added to the topology elements depending on the definition of policies by the NRENs.

The following interactions should be provided for the Topology Service:

- Update of information: The network administrators need to have the possibility to transfer updates of the network topology to the TopS. Therefore, the data format from each network has to be transformed to be compliant with the TopS data structure. To avoid a lot of maintenance scripts should be written to convent the proprietary topology formats to the TopS format. The aim is that some of these scripts for typical routing protocols are provided by JRA1 to reduce the effort for network interested in contributing.

- Register at LS: The TopS needs to have the possibility to register itself at the LS. The registry information has to contain information about the capabilities of the TopS, e.g. the topologies of which networks are available. 

- Retrieval of topology information: Clients need to have the possibility to retrieve network topology information. It needs to be determined which granularity is needed (whole networks, a component and all neighbors, etc).

- Client notification: Clients should have the possibility to register themselves at the TopS and to be informed about changes in the topology automatically.

A negotiation with JRA3/JRA4 and SA3 showed that these activities also have the need to store topological information. The information which is needed by SA3 is quite similar to JRA1’s needs so that this information should also be contained in the Topology Service. JRA3 and JRA4 deal with topology information related to layer 1 and layer 2. The examination of the overhead of building an overall GN2 database covering all layer with respect to the benefit resulted in the conclusion that linking the topologies across the OSI layers does not provide enough new insights to justify the effort.
3. Planned Work with Year 2
Until the end of year 2 a simple prototypical implementation of the Topology Service shall be provided. Therefore, the following steps will be addressed.
3.1. Define the Data to be Stored in the TopS

A data format has to be designed for the needed information for JRA1 and SA3 purposes. For doing so the topology tables in the common visualisation database schema which was developed in JRA1 by DFN Munich and Uninett can be used as basis. It has to be verified in collaboration with SA3 whether their requirements are also fulfilled. If this is not the case, changes will be made accordingly.
3.2. Define the Required Interactions of the Service

The interactions that are needed between the TopS and the client as well as other services have to be defined in detail including the information which needs to be exchanged. These interactions are input for the design of additional NMWG XML schemas which are the XML schemas used for data exchange within the perfSONAR framework.
3.3. Choice of Database
A database has to be chosen for implementation of the TopS. In particular, a decision has to be made between a relational database and an XML database. The data definition (from 3.1.) has to be transformed into the specific database format. The database can be initially filled with topology data which has already been collected by DFN Munich.
3.4. Interface Implementation and Basic Interactions
A wrapper interface has to be implemented around the database to allow for interactions with the perfSONAR framework. The first interaction which is going to be implemented is to get the topological data from the service. In addition, it should also possible to provide data. These operations, which make use of an NMWG schema, will be quite simple in the first place with limited options.
4. Proposal for Work within Year 3 + 6 months
The work on the TopS will provide a prototypical implementation providing some relatively simple interactions until the end of year 2. However, additional steps should be carried out to receive the full benefits mentioned earlier. These steps are described in the following.
4.1. Additional Options and Interactions
Additional options for the send/retrieve data interactions should be implemented. This means that for a data retrieval operation it should be possible to select a network, or the neighbouring network topology for a single element. Another option should allow for the retrieval of past network configurations. 

In addition, further operations should be included. For example, a client should get the opportunity to register itself at the Topology Service to be informed about changes in selected areas of the network topology. The Topology Service also needs to get the possibility to register itself at a Lookup Service announcing the topologies it contains. These interactions have to be supported by appropriate NMWG schemas.
4.2. Support for New Topologies

DFN Munich has written a set of scripts to convert topological information from several networks which all use different topology data formats into the common visualisation database format. These scripts can be adapted so that they deliver data in the NMWG input format needed for the TopS. Furthermore, additional scripts should be written when other NRENs would like to provide their topological data. This support is needed to reduce the effort for the network operation staff when wanting to contribute their data. 

4.3. Geographical Coordinates

As the Nemo tool makes use of geographical coordinates for map and hierarchy construction and as these are also highly desirable for the CNM and VisualPerfSONAR (former traceroute tool) different possibilities to add geographical coordinates should be investigated. One possibility is to write scripts which transfer street addresses into geographical coordinates using online conversion tools. Another possibility is to use DNS LOC records.
4.4. Authorisation and Authentication Considerations
Data access policies will be defined for the network topologies in later stages of the project. Therefore, the topology database schema will have to be extended to reflect these policies. In addition, interactions have to be defined for the collaboration with perfSONAR’s Authentication and Authorisation Service.
4.5. Deployment Support
The Topology Service will be deployed as a single instance in the first place. Later, different TopS will be distributed to partner networks so that a deployment concept and help/documentation for the service installation is needed.

4.6. Documentation and Testing

The Topology Service needs to be documented for its users and also for the ongoing development. To ensure a high quality of the provided code test routines according to the best practises defined for the perfSONAR development have to be written.

5. Staff and Budget
For the tasks which should be addressed within year 3 + 6 months the following manpower estimation is given which results in a summary of 18 MMs. DFN itself offers a manpower contribution of 9 months including 6 MMs during year 3. The two numbers in brackets indicate the estimated manpower within year 3 and within the six following months, respectively.

· additional options and interactions: (3 MM + 1 MM)
· support for new topologies: (3 MM + 1 MM) 
· geographical coordinates: (3 MM + 1 MM)
· authentication and authorisation considerations: (1 MM + 1 MM)
· deployment support: (1 MM + 1 MM)
· documentation and testing: (1 MM + 1 MM)
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