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Executive Summary:

A community and staff team convened to review and recommend improvements to Internet2 Routed Services in the context of a broad community desire for better alignment of Internet2 services with current community needs in support of the community’s core science mission. Over a period of months, the committee reviewed the current services, conducted a community survey, reviewed key issues and convened in person to develop the recommendations found in this report.

The committee recommends that a number of improvements to Internet2 core services be implemented. These recommendations form the basis upon which improved availability of uniform services across the community can be delivered. One of the key findings of the team is that the community must recognize a need for the R&E networks to provide end-to-end services across the community, which requires community consensus and adherence to best practices for these core services.

Further, the committee recommends that the community focus on developing “Rules of the Road” for implementation of these recommendations and that Internet2 should facilitate these conversations. Implementation plans should continue to seek opportunities to share people as well as technology and should seek to develop a set of guidelines for community participation at the national, regional and campus level. This report will not be the final outcome as we will need more work to define the implementation of the report’s recommendations.

Key report recommendations include:

· Service Reconfiguration – Internet2’s two core routed services should be reconfigured to move cloud services from the R&E routing table in to a new renamed “Cloud Exchange” service that would include cloud services and other Layer 3 peers currently in TR-CPS.
· Cloud – The community should continue to enhance capabilities that leverage the superior R&E networks to support researchers and campus IT as they move workloads to the cloud.
· Automation – A barrier to collapsing overlapping community networks to improve efficiency and reduce overall cost is the fear of results not being deterministic when local control is lost, resulting in decreased service quality. Improved automation and orchestration, of both technical configuration and business processes, should be implemented with the goal of removing the barriers to infrastructure sharing, speeding time to delivery, and reducing community costs.
· Security – The community should be a leader in Layer-3 security including adoption of current and emerging security best practices, to at a minimum include MANRS, with an intent to implement broader routing security and other security practices that provide a superior secure service to the community.
· Performance – The R&E community’s success has in part been driven by the differentiated high-performance networking services. Recommendations to build upon this success include upgraded instrumentation of the community’s infrastructure to verify the performance of the network and improved troubleshooting tools for end-to-end problem resolution. These measurements should also help verify the community’s backbone design strategy to prefer bandwidth-augmentation over QoS.
· Other – Recommendations made include developing best practices for implementation of services, hosting technical workshops on these best practices and working as a community to host “edge” services like caching.

These recommendations establish a solid foundation upon which implementation discussions can begin. The committee is grateful for the community’s input and support in developing these recommendations and looks forward to speedy implementation.

Introduction and Background: 

At the January 2018 Tempe Connector/Network Member Principals meeting, a portion of the discussion focused on revisiting Internet2 routed services including classic R&E, peering, cloud, and the possibility of creating a research VRF on the Internet2 Network. The last time that a community group reviewed the peering framework was in late 2013/early 2014 when a community group convened to create an updated plan for commercial peering service on the Internet2 Network. Since that time, the needs of the community have changed with additional content caches, local peering, focus on cloud services, and more. The Tempe attendees encouraged the community to commence a conversation regarding Layer 3 routed services and to envision what the community needs for the next three to five years.
 
The Routed Services Futures group was convened to work with Internet2 staff to review the value proposition for Layer 3 routed services for campus members, the regionals, and Internet2 and to envision how to meet the Layer 3 routed services needs of the community for the next three to five years. The group focused on:

· Creating a framework for the future routed services that focuses on reachability of services, taking into account:
· Routing, including R&E IP and NET+
· Peering, including TR-CPS as well as peering services offered within the community
· Cloud Interconnectivity (possibly accommodating Layer 2 use cases)
· Research Platform Interconnectivity
· Understanding the key steps for migrating from the current Layer 3 routed services that Internet2 and the regionals deliver to the next iteration of Layer 3 routed services

The group was asked to deliver a report with their recommendations on Layer 3 routed services to the Network Architecture, Operations and Policy Program Advisory Group (NAOPpag) with the expectation that it would be shared with the Network Technical Advisory Committee (NTAC) and the rest of the community.
 
Process:

Following the 2018 Tempe Principals meeting, staff worked with co-chairs Dave Lois (WiscNet) and James Deaton (GPN) to convene a community team to develop a response to the community charge. At the request of the chairs, Internet2 staff were asked to be full participants of the team. The group met by telephone monthly through the summer of 2018 to develop background data, manage a community survey, and prepare a list of key issues that the team addressed. Finally, the committee assembled for a two-day face-to-face meeting in early October to develop recommendations and draft this report. Following the face-to-face, the team edited and approved this final report to be sent to the NAOPpag.

Background Data Development and Review:

During the committee’s calls, the committee reviewed confidential and public data about the current Internet2 Layer 3 services including utilization of the services, current peering relationships, and growth patterns. Internet2 also shared an overview of the revenue breakdown for Internet2 network services and a breakdown of network expenses. TR-CPS peers were categorized as Content/Cloud providers, Network Service Providers, Cable/DSL providers and Educational/Research/Non-profit. Additionally, lists of individual peering relationships and capacities were shared with the committee.

In a follow-up presentation, staff shared details of a recent negotiation for better fees with peering host Equinix as well as colocation, power and cross-connect information for the seven peering cities. In total, an approximation of $1.6m/year in expenditures could be directly attributed to the TR-CPS peer capabilities including equipment maintenance and depreciation as well as direct costs for interconnection. This included an averaged cost for equipment and did not include an allocation for backbone capacity on the intercity network.
Community Survey:

In preparation for development of recommendations, the committee also developed and executed a detailed survey about Internet2 Layer 3 services for both regional and campus users. Fifty-three responses were received to the survey. Key findings include:
· The survey respondents indicated that they value their Internet2 connections. A majority of respondents consider their Internet2 connectivity to be critical to their organizations and nearly all use TR-CPS. A majority of respondents prioritize R&E routes over non-R&E routes and TR-CPS routes over paid commodity transit routes.
· More than 75% of respondents indicated an interest in an Internet2 offering of a secure science network VRF for DTN's, instruments and research instruments at 10G or higher with a capacity, security and instrumentation approach tuned for research.
· More than 65% of respondents anticipate needing one or more private VRFs for campuses to connect to private cloud providers, such as Google, Amazon, and Microsoft, for production and/or research uses.
· When using cloud services, a majority of the organizations responding to the survey placed high value on the end-to-end transparency of the path. They also preferred to receive routes to cloud providers either consolidated into TR-CPS or in a separate cloud VRF due to both technical and policy considerations.
· Internet2 TR-CPS currently peers with numerous categories of commercial service providers. The recent strategy has been focused on growing and strengthening existing peering relationships. Respondents indicated prioritized interest in pursuing relationships with cloud providers, content providers (CDNs), and critical infrastructure such as root DNS servers.

Issues Document:

During the information-gathering process, members of the committee asked Internet2 to develop a list of key issues which need to be addressed. The following four key issues were developed and became the basis upon which the committee’s work was further developed.

1. The community (particularly regional network representatives) have expressed concern about the blending of NET+ and Cloud providers into the R&E routing table due to complexities with business models and routing table management. This practice began when NET+ started as both the campus subscribers to the NET+ services and the providers wanted assurances that NET+ traffic, which both consider critical traffic from a resiliency, headroom, and business perspective, was delivered over their R&E networks. Because some Internet2 connectors did not equally prioritize and manage TR-CPS or did not provide TR-CPS reachability to campuses at all, the R&E path was chosen to deliver NET+ as the highest quality path that assured reachability. 

Desired Outcome: Ideally the committee would develop a set of requirements/best practices for Internet2 and the regionals that would satisfy both the needs for high availability, ubiquitous reachability by campuses, and address concerns of regionals about routing complexity and contamination of the research and education routing table. 

2. There is an increased demand for more specialized Layer 3 services delivered from Internet2 to campuses. Current examples include LHCONE, DDoS clean traffic, private-cloud VRFs, research/science network VRFs and others. These new private Layer-3 services (which may offer more granularly specialized services than the NET+ issue above) are specific to a particular campus or research group and will result in an increase in the number of virtual networks needing to be delivered to the campus edge from Internet2. This new complexity raises questions of what is manageable across a regional connector (how many of these specialized services becomes unmanageable?) and what recommended best practices should be for Internet2 and regionals to provide these new services. Options may include extending Layer 3 VRF routing into regionals, extending more VLANs from Internet2 and campuses or some blend. Resiliency, time to provision, and automation are aspects that need to be considered. 

Desired Outcome: The committee could develop a set of best practice expectations for how to deliver the basic services like the R&E routing table, cloud services, TR-CPS, science networks, and specialized networks across the ecosystem to campuses. These best practices might include how Internet2 and regionals should support both the “common” basic services as well as the growing number of specialized services requests with high availability, reachability, time to provision and headroom considerations. 

3. In addition to the national TR-CPS service offered by Internet2, regional peering initiatives are gaining momentum. CENIC and WiscNet have long-standing offerings and additional regional-driven activities are emerging in Dallas, Ashburn, and New York, placing additional community infrastructure alongside TR-CPS investments in most peering points. Some cloud providers are encouraging dual attachment to two routers for each peer, potentially meaning the community could have four or more peering devices in each peering point. This appears to run counter to the community’s desire for more infrastructure sharing. 

Desired Outcome: The committee could develop a rationale for how Internet2 and TR-CPS should offer to collaborate with these new initiatives and what best practices for expansion of TR-CPS, regional and other peering initiatives could be so that there is a clearer community understanding of investments and capacity planning and peering strategies. 
 
4. Community members have asked Internet2 about the overall direction of TR-CPS peering strategy.  For the past several years, Internet2 has primarily focused on capacity growth with existing peers and NET+, with just a few minor peer additions.  We have been receiving requests over the past couple years to expand who we peer with.  Some requests have been very specific, such as requests for three specific peers to be added.  Others have been more general, such as requests to peer with specific commercial regional networks and adding connectivity to critical Internet infrastructure such as root DNS servers. We also continue to receive requests for access to “the full routing table” so that regionals/campuses could use Internet2 as a final backup to other local ISP’s in worst case failure modes.  

Desired Outcome: We would like the committee to help us understand the value – both to campuses and regionals – of these types of initiatives, and to help us prioritize areas and strategies for future peering work that best support the community’s interests. We would also appreciate input on our investment level to better calibrate the balance between efficiency and low cost for peering and increasing demands for higher availability and resiliency. 


Discussion:

The committee held two days of detailed discussions to review the data and discuss recommendations on these issues. At the start of those discussions, the committee decided to focus on the definition of the core Internet2 Layer 3 services, including routing table configuration and proliferation issues in question #2 and #1 from the issue paper. The discussion progressed through technical, policy, financial and community value relationships on these issues and the group began to develop a set of recommendations for community consideration.

The committee felt strongly that our core routed services at the national level remain critical even as the ecosystem continues to evolve and diversify. The group observed that this is true even as we continued to see connections to content providers occurring closer to end users. While acquiring content and traffic close to where it is consumed at a reasonable cost is encouraged, having regional and national options remains an important component of the healthy ecosystem.

A key grounding philosophy from the group that emerged during the discussion was to put forward a set of recommendations that the R&E community should adopt uniformly, and to not design technical solutions for the most extreme corner cases. It was recognized, for instance, that the insertion of NET+ services in to the R&E routing tables was in some part done to address reachability issues from campuses across regional networks to NET+ services and that it would be better for the community to work with any regional that does not pass NET+ services to member campuses individually, rather than to create a technical workaround for that extreme edge case. This philosophy of stating best practice for the whole community and then working individually with regional and campus partners to rise up to that standard set of practices underpins the recommendations in this report.

Committee Recommendations:

Discussion & Recommendation 1: Routing Table Configuration

The committee began its discussion with a review of the expanding number of requests for specialized routing services for science projects as well as new campus-specific requests for private Layer 3 connectivity in support of direct cloud connections. It was postulated that the community may be evolving towards four to six basic services that need to be delivered to our end users including: classic R&E connectivity, peering, cloud services, and science services. 
 
As the discussion evolved, the group felt strongly that a simplification to reduce the complexity of the routing table would be the best for the community. There was also recognition of both policy and technical considerations that will need to be addressed as we endeavor to simplify and make the R&E service accessible for all users. The discussion led to further recognition that in the long-term a single R&E table strategy, with secure endpoints, may be the most desirable and could evolve, but that in the shorter-term three-year horizon there is a clear need for two basic differentiated services. 

Beyond these two core services, a plan to further consolidate from two tables to one would need to include the intersection of technical issues related to routing-table behavior (one best route) and consideration of network participation policies that are structured to support the network with both campus network participation and connector fees. The sentiment was that, ultimately, the community needs to move a certain amount of traffic, and it is not sustainable or even possible to identify and judge traffic types (meaning: application or “social impact”) and use long term technologies to separate that traffic (i.e., VRF’s), except for smaller, private collaboration. This thinking leads to the idea that long term, a single routing instance is ideal. However, the group also recognized that this requires critical consideration of policy, technical and financial aspects particularly related to the long standing Internet2 membership and campus governance roles that are intertwined with participation policy. Such changes would require a set of multi-year and multi-stakeholder discussions to design and implement.

There is a need to identify sources and sinks for segment traffic.  Long term, stable classification, such as educational institutions, research partners, and commercial service providers can easily be identified and separated into routing tables.  For services that are more dynamic, such as dedicated science endpoints, other technologies, such as BGP communities, or even something as simple as a curated host lists, might be more appropriate.

In parallel, there was recognition that we should also work to support specialized (project driven & domain specific) services and collaborations for individual small collaborations. One area requiring additional discussion (and highlighted in the community survey results as an area of substantial interest) is the definition of clear requirements and community best practices for a national-level instantiation of a “science network”.  It was discussed that such a program needs to be a collaborative effort beyond just the network community, to include HPC managers, data architects, and researchers/functional users.

As a first step towards addressing these ideas, the committee recommends realigning the two Internet2 ASNs along the following guidelines:

· Introduce a new “Cloud Exchange” service, combining existing Content/Cloud/NET+ Providers and TR-CPS. Said differently, the committee recommends moving NET+ routes to TR-CPS as well as renaming TR-CPS as “Cloud Exchange”.  A key aspect of such a change includes continued use of BGP community strings to tag NET+ providers so that regionals that do not wish to use other peering routes can still implement the community expectation that network connectors should deliver NET+ routes to their campus participants.
· Continue to offer the existing R&E table, including Campus-to-Campus, Community Anchor Institutions, and International R&E Networks. NET+ providers would be removed from the offering.  

Many of the services we acquire through Cloud Exchange are core to both the academic enterprise and research support and therefore are increasingly regarded as core services for regionals and Internet2.
The committee recommends that the community set expectations that NET+ services always be offered to Internet2 members across regional networks from the Cloud Exchange routing table. The committee also understands that Internet2 will need to work with one or more regionals on a one-on-one basis to implement a solution to deliver NET+ services if the regional is unable to pass the routes directly from the Cloud Exchange Service.
Beyond these core services, the group also recommends that the routed network be architected to support a variety of specialized Layer 2 and Layer 3 services, with a specific focus on:
· Cloud L3VPNs on demand to support per institution requests for private network connectivity to infrastructure as a service provider, to include at least Microsoft Express Route, Amazon Direct Connect, and Google Cloud Programs. To date, Internet2 has supported 13+ of these VRFs and has an inquiry queue of over 50
· Ad Hoc (XSEDENet, LHCONE, transport to full transit providers, etc.)
· Secure Science Network (subset of today’s R&E – known & trusted endpoints, standards defined by new Internet2 working group)

Discussion & Recommendation 2: Cloud & Research Support

The committee spent considerable time highlighting the importance of the community’s mission in supporting both the research and academic enterprise needs of our institutions, and the importance of the networking community’s role in providing a cohesive, end-to-end platform for these needs. The committee further highlighted a new role helping campuses as they move from campus data centers to cloud providers. The community’s end-to-end delivery of routed services remains critical to uniquely supporting the broad R&E mission even as campuses and researchers adopt cloud computing models. The importance of basic requirements like a comprehensive view of resiliency, up-time, and capacity were discussed as essential and superior capabilities that R&E networks offer every day. Extending these capabilities to the cloud for both the research and academic enterprises is essential.
R&E Networks already have the building blocks for superior support of cloud services that exceed the capabilities of commercial providers, leveraging our community-driven responsive design and shared architecture. These networks further allow our campus members to leverage their existing investments to meet these future demands. Abundant bandwidth, operational and topological transparency, no usage-based fees, and performance monitoring & measurement all exemplify the superior capabilities of the R&E networks that benefit campus research and administrative uses cases for cloud and big data research.
The recent practice of offering private Layer 3 instances (VRFs) to allow campus and research collaborations to connect to the cloud should continue.
The committee recommends that a cross-functional team of cloud architects, network architects, system administrators, research users, and administrative users consider:
· The need for R&E infrastructure providers to guide researcher’s move to the cloud and assist in developing of emerging science-support platforms (including defining best practices for high speed data transfer systems).
· A secure science network working group should be convened, building on efforts by the National Research Platform (NRP) to define a leading nationwide approach.
· Developing community-wide branding, messaging, and communications designed to improve campus users’ understanding of R&E network community capabilities. These communications should not be marketing-driven, but rather clearly communicate what the community offers, placing our cloud capabilities in clear context and contrast against commercial cloud connectivity offerings for campus computing decision makers.
· The need to support campus adopters becoming self-sufficient in trialing and moving to new cloud networking paradigms, including self-service/deterministic capabilities for end users (APIs and portals). The community should consider offering a pre-provisioned capability (VLANs) that includes regionals and Internet2. Such work recognizes that cloud providers are increasingly setting service delivery requirements and that our community must be able to deliver those capabilities at the accelerated speed set by the providers and expected by end-users.
· Instrumentation of the hand-offs between community resources and cloud providers with tools like perfSONAR should be offered by Internet2 at the interconnection points to extend community performance and visibility as close to the cloud providers as possible.


Discussion & Recommendation 3: Automation

The working group discussed automation as a tool to support two important future needs of the community. First, in the area of infrastructure sharing, automation can enable faster, more deterministic outcomes that can reduce concerns about control and trust. The second need, automation through application programming interfaces and portals, can decrease “time to science” and enable faster delivery of services to users.

The community has redundant infrastructure, which increases the overall cost of service delivery. The committee postulated that one of the barriers to collapsing separate networks and improving efficiency between regionals and Internet2 is the fear of results not being deterministic when local control is lost. Improved automation and orchestration, of both technical configuration and business processes, should be implemented with the goal of removing the barriers to infrastructure sharing and reducing community costs.

Network automation and self-service tools offer a way to offload and manage some of the activities that the community has previously done manually. This needs to support efficiency and timeliness for regionals and end users so that ticket processing proceeds without delays.

The self-service platform (API and portal) should be developed with a goal of being accessible to both Internet2 connectors and members, with an understanding that the initial scope will only offer automation on the Internet2 network, but the intent is to reduce time to provision for the whole end-to-end path including the regional. 

The working group recommends:

· Automation/orchestration with a focus on self-service, deterministic configuration, improved instrumentation, and troubleshooting.
· APIs/Integration/coordination with research projects and community cloud projects, beyond commercial providers.
· That Internet2 investigate open-source tools, which can allow Internet2 to implement network automation and self-service, and also provide a platform that regionals can adopt and extend. The adoption and development model should follow the work of the Pacific Research Platform (PRP) community in fully hosting the development progress in an environment like GitHub. The community also recommends that we adopt open source tools and avoid vendor lock-in. This approach could have significant impact in enabling resource sharing and collaboration on common platforms.
· Existing inter-domain networking tools to support end-to-end VLAN provisioning and automation should be explored by the community (perhaps via the NTAC), including NSI, GEANT/MVPN, and manual pre-provisioning of VLAN blocks.


Discussion & Recommendation 4: Security

As critical campus services and other community research collaborations move to increasingly global and cloud-based activities, we need to ensure that the paths we provide to those are valid and assure the same level of security as on-premises.

The routed services group recognizes that the broader security community within Internet2 has provided leadership on a variety of topics that expand far beyond the core routed infrastructure. The R&E community should be at the forefront of driving improvements in the security of the global Internet infrastructure. For the core BGP routed portion of the Internet2 service and our participation in the global Internet, this includes identifying routing best practices, and listing/promoting regionals and campuses that have adopted these practices. The group believes that joining MANRS and implementing their best practices is a good first step, but it isn't enough. The community should work towards using the current state of the art methods including Internet Routing Registries (IRRs) and investigate implementing RPKI for BGP routing security. The community needs to adopt strategies to validate all routes we accept (other NREN routes, commercial, and R&E), and to assure participant routes that we offer to each other are valid. The development of this strategy should include workshops to develop routing security expertise at both the campus and regional level.

The committee recognizes that there is much more to consider with respect to network security. The committee recommends that NTAC Security Working Group be asked to thoroughly investigate these issues and make further recommendations to the community.

Discussion & Recommendation 5: Performance & Measurement

The working group recognized that our routed services must be supportable to provide a superior user experience. The team strongly recommended that instrumentation and data be available across all R&E network segments to support network troubleshooting and speed time to problem resolution. This includes an expectation to deploy current versions of tools like perfSONAR throughout R&E networks and to increasingly create joint roadmaps for automation and support of virtual networks throughout the R&E ecosystems. The community should seek to combine active measurement and other troubleshooting tools with visualization platforms to expedite problem identification and resolution.

The Internet2 infrastructure is architected to provide high-performance non-blocking network paths. Headroom and capacity augmentation strategies are in place to support every-day non-blocking network behavior. As a strategy, the community is committed to “not drop packets,” and the group explicitly stated that this obviates the need to implement the complexity of QoS on the backbone or regional networks. Perhaps the only time the committee felt QoS might be appropriate is on narrow tail circuits between regional networks and certain endpoints where adequate bandwidth might not be available. Modern telemetry (active and passive methods) should be able to validate that buffers are not being overrun and prove the strategy of no-QoS implementation. The committee recommended that the community should build the measurement infrastructure that allows it to validate the no QoS approach. 
Note: Subsequent to the Routed Services Futures Group face-to-face meeting and while this report was being developed, a healthy conversation regarding QoS and capacity management has occurred on the NTAC list. The Group recommends that Internet2 convene a working group or hold a workshop with the community specifically focused on capacity management as Internet2 plans its infrastructure upgrades.

To build a more transparent and timely resource to resolve end-to-end performance issues, the community should be strongly encouraged to participate in BGP data collection projects like CAIDA's BGPStream BMP collector with a goal of providing a community-wide database of the best-paths between members of the community. The same data that is used to provide operational data for the community should also be available for researchers interested in path and routing security research.

Discussion & Recommendation 6: Other Community Collaborations

The working group also generated a series of smaller recommendations that the community should consider. These didn’t rise to the level of a stand-alone recommendations, but the group felt it was important enough that they should be included in this final report.

1. A community approach to hosting CDN’s should be considered, where national-scale acquisition of CDN/Caching via the Internet2 AS could be delivered through colocation partnerships with regionals.

Use cases:
· Regional/local AS doesn't provide sufficient traffic volume to justify placement of cache node with the service provider.
· A national science project (Content Centric Networking, GENI, etc.) asks for locations to host nodes for an experimental network project
Example solution:
· A regional or campus colocation facility might provide hosting for the cache node utilizing excess capacity and low/no cost power to support the community hosting.
· Internet2 could provide an additional switch/router port to be extended at Layer 1 or 2 by the regional to this hosting location for the CDN node or community project.
· In this model, the project can retain a national autonomous system and the associated scale but could also benefit from lower cost hosting.
2. Establish a best practice for QinQ tunnels or blocks of VLANs from the OESS edge to the campus border. Such an effort could be leveraged to speed time to production/provision of Layer 2 services.

3. The community should establish an education and workshop series creating opportunities to share ideas in more depth and more regularly. The committee recommended workshops similar in style to the fiber workshops (small groups, on demand, and timely). 

4. The Internet2 backbone must continue to support IPv4 for the foreseeable future. Regular evaluations should be done to determine whether this support is better done as part of a dual-stack IP implementation or should be transitioned to IPv4AAS over a native IPv6-only network.

5. We’ve heard some interest in access to core Internet services from the community including DNS and NTP. These services are currently available through peering connections. Some Internet2 community members also directly host these resources within their networks, which could be accessible via the Internet2 backbone. Some aspects related to how to preference and use these services over Internet2 should be discussed in development of best practices.


Availability of Supporting Materials:

The committee reviewed the 2014 Future Peering Framework Community Group report, two PowerPoints on current investments and peering activities and the full survey data and comments from 53 submissions throughout this process. These materials contain some confidential information and comments and are not ready for broad distribution. However, the materials are archived and available for confidential review by community members as appropriate in the future.
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